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This supplementary material provides extra details for the implementation of MCLER and additional experimental results.
Supplementary video demonstrations can be accessed via the following link: https://vsislab.github.io/mcler/.

A. Extra Details of MCLER

Table S1 summarizes the allocation of the sampled and replayed data for ER during the incremental training. As shown
in Table S1, the buffer size used to replay for each previously learned gait is 1024 ∗ 2, indicating that there is totally
1024∗2∗ (n−1) samples of data are are available for replay while training the nth gait, where n ⩽ 6.

Table S2 lists the ranges of commands settled during the training procedure for different gait.

TABLE S1
DATA ALLOCATION FOR NORMAL SAMPLE AND EXPERIENCE REPLY

Gait number Normal Replay

1 1024∗64 0

2 1024∗ (64−2) 1024∗2

... ... ..

N 1024∗ (64−2∗ (n−1)) 1024∗2∗ (n−1)

TABLE S2
RANGES OF COMMANDS FOR DIFFERENT GAIT

Gaits Ranges

Bipedal stand v̂x = 0.0 m/s, v̂y = 0.0 m/s

Gallop v̂x ∈ [0.5,5.0] m/s, v̂y = 0.0 m/s

Pace v̂x ∈ [0.3,2.0] m/s, v̂y = 0.0 m/s

Lateral walk v̂x = 0 m/s, v̂y ∈ [−1.0,1.0] m/s

Crawl v̂x ∈ [0.3,1.0] m/s, v̂y = 0.0 m/s

Catwalk v̂x ∈ [0.5,1.5] m/s, v̂y = 0.0 m/s

B. Additional Experiments of Learning Gaits

Fig. S1 provides the success rates across the 6 gaits for 10 times with the final policies trained with different methods.
We found that the Baseline method maintained a success rate of 0 for the previously learned 5 gaits, indicating that it
suffered greatly from catastrophic forgetting during the continual learning. Except for the Baseline method, other methods
combined with EWC or ER reached a success rate of 1.0 on the first learned gait (bipedal stand), indicating that EWC and
ER could help the robot mitigate catastrophic forgetting on early learned gaits. The methods solely employed with EWC or
ER achieved the lower values of success rate for the following learned gaits, reduced from 1.0 to 0 eventually. In contrast,
the methods integrated with MC received remarkable success rate across all gaits, in which MCLER obtained the highest
success rate of 1.0 over all gaits, demonstrating the superiority of our approach.

For clearer and simpler expression, we summarized the final average rewards obtained by different methods into Table S3.
As can be seen that MCLER receives the highest reward values on most of the gaits at the end of the training process.

Fig. S2 shows the deployment results of the policies trained by different methods. The robot based on the Baseline
method performed the catwalk gait, which is the last one it learned, but failed to operate the rest gaits. The robot equipped
by MC+ER and MC+EWC were able to behave all of the gaits for a short time yet ultimately failed due to inability to
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adapting the environments. The robot performed by MCLER successfully produced the expected gaits, including pace, lateral
walk, catwalk, and gallop, which demonstrates the robustness and effectiveness of our approach.

Fig. S3 offers the snapshots of the learned bipedal stand gait performed by different methods in simulation. The results
shows that the the robot successfully generated the bipedal stand gait except for the one based on the Baseline method,
which is consistent with the result shown in Fig. S1.

Fig. S1. The evaluated success rate of all gaits learned by different methods at the end of the whole training process.

TABLE S3
COMPARISON OF THE REWARDS OBTAINED BY MCLER AND MTPPO.

Method Bipedal Gallop Pace Lateral Crawl Catwalk

Baseline -11.31 -20.11 1.91 -7.79 20.04 84.03

B+ER -8.55 11.90 23.61 26.21 38.32 68.66

B+EWC -13.623 42.65 4.19 31.61 37.49 27.26

B+ER+EWC 15.60 55.12 35.95 38.77 17.89 45.61

MC 49.15 34.09 32.91 18.99 70.63 111.25

MC+ER 48.60 71.96 80.29 86.57 85.02 103.43

MC+EWC 49.16 66.36 57.19 81.18 79.02 97.82

MCLER 70.11 83.07 89.82 92.67 100.30 103.53

Upper Bound 81.95 91.60 102.33 106.99 114.71 117.31



Fig. S2. The comparison of gaits learned by different methods deployed in the real-world.



Fig. S3. The comparison of bipedal stand gait learned by different methods shown in the simulation.
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